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Abstract

Phonology refers to the organization of sound
in a language and plays a key role in language
acquisition. Large Language Models (LLMs)
that comprehend phonology can establish con-
nections between orthographic representations
and their corresponding phonetic forms, thus,
facilitating many tasks that involve written and
spoken languages such as text-based analysis
of speech, and lyrics/poetry analysis and gen-
eration. Large Language Models (LLMs) such
as GPT-4 have been trained on extensive ortho-
graphic data and have demonstrated astonish-
ing results on many natural language process-
ing (NLP) tasks. Therefore, we hypothesize
that LLMs can learn imperfect regularities be-
tween orthographic and phonological represen-
tations of language thus performing seemingly
well on phonological tasks without deep under-
standing of phonology. To quantify the perfor-
mance of LLMs on phonologically grounded
tasks, we design tasks that test the LLMs perfor-
mance on varying levels of complexity. Specif-
ically, we prompt models to (a) generate pho-
netic transcriptions, (b) classify rhyming and
non-rhyming pairs, and (c) generate rhyming
words. We find that GPT-4 generates the cor-
rect phonetic transcription for 50% of the com-
mon words and 29% of the rare words suggest-
ing that GPT-4 struggles with basic phonetics.
Our findings highlight that LLMs perform sub-
optimally on phonological tasks for English
and encourage innovative solutions from the
research community to train language models
with improved phonological understanding.

1 Introduction

Phonology is the study of sound structure in a lan-
guage and plays a vital role in language acquisition.
Many real-world applications such as human-like
speech generation and lyrics/poetry writing require
deep phonological understanding. Recent advances
in large language models (LLMs) (OpenAI, 2023;
Taori et al., 2023; Touvron et al., 2023; Chowdhery

Figure 1: A structured poem like a sonnet often relies
on phonological rules to satisfy strict metre-and-rhyme
constraints. E.g., we know the words days and praise
rhyme because we understand how they are pronounced.

et al., 2022; Hoffmann et al., 2022) have shown
remarkable capabilities in generating fluent text by
comprehending user intents (Bang et al., 2023; Liu
et al., 2023b,a). Their impressive abilities to write
coherent text have spurred interest in utilizing
LLMs as writing assistants in domains that rely
on phonology such as poetry and songwriting
(Chakrabarty et al., 2022; Tian and Peng, 2022;
Jammaround, 2023). As shown in Figure 1,
sonnets rely on phonetic rules to adhere to strict
metre-and-rhyme constraints.

While several large-scale analyses (Beeching
et al., 2023; Liang et al., 2022; Gao et al., 2021)
have evaluated LLMs across multiple NLP bench-
marks, and other studies have specifically exam-
ined and assessed their reasoning (Liu et al., 2023a),
creative (Borji, 2023; Liang et al., 2022), linguistic
(Basmov et al., 2023; Beguš et al., 2023), and fac-
tual abilities (Tam et al., 2022) through qualitative
and quantitative analyses, there has been a lack of
systematic studies that assess the phonological un-
derstanding of LLMs. Such analysis is crucial to
further understand the linguistic behavior of LLMs
before deploying them in real-world applications.

In this work, we hypothesize that LLMs can
learn imperfect regularities between orthographic
and phonological representations of language with-
out deep understanding of phonology and aim to
quantify this performance through our analysis.

To conduct out analysis, we design a set of three
phonological tasks to probe state-of-the-art LLMs



Phonetic transcription is the use of
phonetic symbols ........  utterance.

Give the phonetic transcription of 
'available' in IPA in American English

Phonological Evaluation of Large Language Models

Phonological
Transcription

Rhyme Words
Generation

Check Rhyme
Words

Input PromptsTasks
LLM Generation Ground Truth

Label

incapable sustainable
attainable obtainable

debatable unbreakable
insatiable assailable

unblamable

Assailable
Purple

Dangerous
1/3

No Yes

LLM

Rhyming .... last syllable of word.

Give five words that rhyme 
with 'available'

Rhyming .... last syllable of a word.

Do the words 'available' and 
'navailable' rhyme with each other ?

Figure 2: We analyse the phonological understanding of various LLMs on three tasks that require deep understanding
of phonology by comparing model outputs with ground truth labels.

Words Phonetic Transcription Rhyming Words
Frequent Words
Everything /"Evr@i,TIN/ Anything, Betting, Getting, Coloring
Sponsored /"span.s@ôd/ Forward, Offered, Awkward, Ordered

Rare Words
Cenote /sI"noUti/ Pretty, Coffee, Dirty, Guarantee
Zazen /zA:"zEn/ Happen, Passion, Imagine, Fashion

Table 1: We show the ground truth labels for frequent words and rare words that are used as inputs for our tasks.

for their ability to understand phonology at various
levels of abstraction. Specifically, in §3.2.1, we
prompt models to generate phonetic transcriptions,
which requires accurately representing the pronun-
ciation of words and find that they struggle on to
accomplish this task. §3.2.2 prompts the LLMs to
classify rhyming and non-rhyming pairs, testing
their discriminative skills in identifying phonetic
similarity between words and find that models have
some understanding of rhyme words. Finally, in
§3.2.3, we probe LLMs to generate rhyming words,
showcasing their understanding of sound patterns
and their ability to produce words that share similar
phonetic endings.

Figure 2 gives an overview of our study. Our
main contributions are: (a) We present the first sys-
tematic study to evaluate the phonological under-
standing of LLMs at various levels of complexity.
(b) Our results quantify that performance of LLMs
on tasks that require deep phonological understand-
ing. (c) Our findings suggest that LLMs learn
only superficial regularities from their pre-training
data that may not be grounded in phonology to
accomplish these tasks thus their sub-optimal per-
formance and highlights the importance of incor-
porating phonological information in LLMs.

2 Related Work

Recently, various works have focused on evaluat-
ing the capabilities of LLMs on various NLP tasks
(Liang et al., 2022; Zheng et al., 2023; Valmeekam
et al., 2023; Bang et al., 2023; Beeching et al.,
2023; Qin et al., 2023; Kocoń et al., 2023). Addi-
tionally, (Liang et al., 2022; Beeching et al., 2023)
provide multi-metric evaluations of LLMs on a
broach range of scenarios such as question an-
swering, summarization and sentiment analysis.
However, these works do not specifically study
the linguistic capabilities of LLMs. Hu and Levy
(2023) assesses the efficacy of prompting as a way
of probing the model’s metalinguistic ability, i.e.,
the ability to perform linguistic analyses given a
natural language input while Beguš et al. (2023)
presents qualitative case studies on phonology, syn-
tax and semantics of GPT-4. Even though Beguš
et al. (2023) has also demonstrated the behavior of
LLMs on multiple phonology-related tasks, they
differ from our work. They focus on generating
theoretical analyses of phonology given linguistic
structures as input while we focus on the probing
phonological understanding of LLMs given natural
language input. Basmov et al. (2023) evaluates the
performance of LLMs on linguistic inferences such
as grammatically-specified entailments and mono-



tonicity entailments using natural language inputs.
While Basmov et al. (2023) focus on linguistic in-
ferences of ChatGPT, in this work, we analyse the
phonological capabilities of several LLMs.

3 Method

To evaluate LLMs on their phonological under-
standing We do not distinguish between American
and British English and reward the model for pho-
netic transcriptions from either dialect., we assess
the performance of these models on the following
three tasks. We prompt all the models in a zero-
shot setting with the same prompt. We provide the
prompts for each task in the Appendix §C.

3.1 Models

We analyse four state-of-the-art LLMs : ChatGPT
(OpenAI, 2022) , GPT-4 (OpenAI, 2023), Alpaca-
7B (Taori et al., 2023) and Vicuna-13B (Chiang
et al., 2023). We focus on ChatGPT and GPT-
4 since they have been pretrained on web-data
and can comprehend user queries well (Liu et al.,
2023b). Additionally, we also evaluate Alpaca-
7B and Vicuna-13B as they are popular open-
source LLMs that are instruction-tuned on human
or machine-generated instructions. We provide de-
tails of model decoding in Appendix §B.

3.2 Tasks

Input Words We curate three types of words for
our tasks: Frequent Words, Rare Words and Non-
sense Words as shown in Table 1. We provide
further details in Appendix §A.

3.2.1 Phonetic Transcription Generation
Task In this task, our objective is to evaluate the
model’s proficiency in generating phonetic tran-
scriptions of provided words using the International
Phonetic Alphabet (IPA) 1. Phonetic transcription
serves as a means to distinguish between different
sounds that may share the same spelling (homo-
graphs) , such as the verb ‘read’ (present tense) and
the verb ‘read’ (past tense). Analyzing LLM perfor-
mance here reveals their utilization of phonological
knowledge instead of relying on orthography.

Setup Since, nonsensical words will not have
a corresponding entry in the dictionary, we per-
form this task only for Frequent Words and Rare
Words. We retrieve the phonetic transcriptions of

1www.internationalphoneticassociation.org/

the words in our collection from the Oxford Dictio-
naries API (Oxford, March 2023) and treat them as
the ground truth. Finally, we prompt the models to
generate the phonetic transcription in IPA given the
word in natural language and compute the accuracy
of the model generations.

3.2.2 Rhyming Word Classification
Task In this task, our goal is to test the model’s
ability to discern rhyming vs. non-rhyming words.
A rhyme is a repetition of similar phonemes in the
final stressed syllables and any following syllables
of two or more words. Thus, detecting whether two
given words rhyme or not requires knowledge of
the phonemes composing each word. Unlike the
previous task, this task evaluates whether LLMs
can apply the phonological knowledge as interme-
diary representations (phonemes) to accomplish a
high level task (detect rhymes).

Setup We perform this task for Frequent Words
and Nonsense Words. The models are required
to classify whether the given pair of words rhyme
with each other or not. Example prompts are shown
in Appendix Table 9. We prompt the models to gen-
erate binary responses ‘yes’ or ‘no’ and compute
the accuracy of the classification.

3.2.3 Rhyming Words Generation
Task In this task, we aim to analyse the LLMs’
capability in generating correct rhyming words for
a given word. Specifically, we prompt the models
to generate rhyming words for a word Frequent
Words and Rare Words. Since generating rhymes
requires one to decompose a word into phonemes,
LLMs that cannot comprehend phonology well
will struggle and perform poorly, often generating
rhymes based solely on the spelling of a word.

Setup We retrieve all the rhyming words (slant
and strict rhymes) for a given word from an online
rhyming dictionary, WordHippo2 and treat these
as the ground truth. We could not find accurate
rhyming words for Nonsense Words and therefore,
do not analyse this task on them. In this task, we
prompt the models to generate five rhyming words
for Frequent Words and Rare Words. We then
compute the word-specific success rate as the num-
ber of generated rhyming candidates that belong to
the ground-truth set of rhyming words. The final
success rate is the average success rate for all the
words for a particular type.

2https://www.wordhippo.com/

www.internationalphoneticassociation.org/
https://www.wordhippo.com/


Task Prompt

Phonetic Transcription

Phonetic transcription is the use of phonetic symbols to represent
speech sounds. Ideally, each sound in a spoken utterance
is represented by a written phonetic symbol, so as to furnish a
record sufficient to render possible the accurate reconstruction
of the utterance. The International Phonetic Alphabet (IPA) is
a set of about a hundred alphabetic symbols (e.g. 1), a) together
with a handful of non-alphabet symbols (e.g. the length mark :)
and about thirty diacritics (e.g. those exemplified in S, d).

Give the phonetic transcription of ’<input>’ in IPA.

Rhyme Word Generation

Rhyming words are words that have the same ending sound.
In simpler terms, it can be defined as the repetition
of similar sounds.

Give 5 words that rhyme with ’<input>’.

Rhyme Check

Rhyming words are words that have the same ending sound.
In simpler terms, it can be defined as the repetition of similar sounds.

Does ’<input>’ rhyme with ’<input>’? Please answer ‘Yes’ or ‘No’.

Table 2: Example Prompts for Tasks. Each prompt is prefixed with general information about the task and concepts.

Model Frequent Words (↑) Rare Words (↑)
ChatGPT 32.0% 18.2%
GPT-4 50.4% 29.1%
Alpaca-7B 5.6% 2.3%
Vicuna-13B 8.7% 4.2%

Table 3: Performance accuracy of LLMs on Phonetic
Transcription of Frequent and Rare Words. We reward
the model for phonetic transcriptions from both Ameri-
can and British English.

4 Results

In this section, we discuss the performance of
LLMs on the proposed phonological tasks.

We present the accuracy of LLMs on the pho-
netic transcription task (§3.2.1 ) in Table 3. Inter-
estingly, all models exhibit poor performance, with
GPT-4 achieving the highest accuracy of 50.4%
for frequent words. This suggests that the mod-
els struggle with phonetic transcriptions due to the
limited availability of comprehensive phonetic data
during training. Consequently, LLMs may not ef-
fectively utilize linguistic principles for phonolog-
ical tasks and rely more on statistical correlations
from pretraining data. This is evident in GPT-4’s
21% drop in performance for rare words compared
to frequent words. These models perform worse
on rare words than frequent words so there is evi-
dence of a performance gap. A specialized model
that has truly learned phonological information will
perform similarly on both types of words.

We present the performance accuracy of differ-

Model Frequent Words (↑) Nonsense Words (↑)
ChatGPT 82.2% 44.4%
GPT-4 79.1% 35.9%
Alpaca-7B 42.7% 28.6%
Vicuna-13B 52.3% 41.3%

Table 4: Performance accuracy of LLMs on Rhyming
Word Classification task.

ent LLMs on Rhyme Classification (§3.2.2 ) in
Table 4. We observe models perform well on Fre-
quent Words, with ChatGPT accurately classify-
ing two words as rhyming or non-rhyming in 82%
of the cases. However, model performance drops
signficantly for rare words. This suggests that high
performance on frequent words could also be at-
tributed to the presence of these words in the pre-
training data unlike the rare words. We also ob-
served that the models were biased to classifying
pairs of words as non-rhyming in most cases, thus,
indicating that the LLMs are not relying on phono-
logical theories of rhyme to accomplish this task.

We investigate the models’ ability to generate
rhyming words for a given word (§3.2.3) in Table 5.
GPT-series LLMs show greater than 70% success
rate. However, we observe a significant drop of
30% for Rare Words, indicating that they fail to
generalize their phonological knowledge on words
that are unlikely to be in the pretraining data. We
also observe that for most rare words the model
generated rhyming words that were spelled simi-
larly to the given word but not pronunced the same,



Model Frequent Words (↑) Rare Words (↑)
ChatGPT 71.1% 38.5%
GPT-4 77.8% 40.4%
Alpaca-7B 6.5% 2.6%
Vicuna-13B 27.8% 3.8%

Table 5: Overall Success Score of LLMs on Rhyming
Word Generation Task.

for example, GPT-4 generated ‘riot’, ‘pilot’ and
‘violet’ as rhyming candidates for ‘coyote’. This
suggests that these models are establishing their
generations for this task on the orthography of the
word rather than the phonology. We present more
examples in Appendix Tables 7 and 8.

Overall, both Alpaca-7B and Vicuna-13B per-
formed very poorly across all the tasks. Interest-
ingly, Vicuna-13B outperformed GPT-4 on Rhyme
Classification of Nonsense Words. We analyze the
amount of phonology-inspired tasks in the 52K Al-
paca dataset and find that 0.55% of the total instruc-
tions focused on generating rhyming words, count
syllables in words, and phonetic transcriptions gen-
eration. Appendix §D presents the setup of our
analysis. Hence, this poor performance could be
attributed to the lack of phonetic data in their pre-
training and finetuning data.

5 Conclusion

In this work, we investigate the hypothesis that
LLMs rely on superficial regularities learned from
pre-training data without a deep understanding of
phonology to accomplish phonological tasks such
as generating rhymes or counting lexical stresses.
We further quantify the performance of LLMs on
various phonologically-motivated tasks in English.
Our findings reveal that LLMs generally perform
sub-optimally on these phonological tasks with
GPT-4 performing the best across the various tasks.
A straightforward approach to improve model per-
formance across these phonological tasks is to add
more phonological data during pre-training. Prior
work by Liu et al. (2019) have shown the efficacy
of joint textual and phonetic embedding in neural
machine translation, thus, future work can focus on
augmenting LLMs with phonetic representations.
Overall, our results highlight that LLMs do not
have a deep understanding of phonology for En-
glish and encourages research in training models
for improved phonological understanding.

Limitations

Our experiments investigate the phonological tasks
only in English. We tested the LLMs in a zero-shot
setting and did not try sophisticated prompting tech-
niques like chain-of-thought prompting. In prac-
tice, zero-shot prompts were sufficient to highlight
the gaps in LLM capabilities from a phonological
perspective. We acknowledge that due to the mod-
els’ sensitivity to prompt design, we can achieve
better task performance with more sophisticated
techniques, however, we believe that the main find-
ings will remain consistent. Future research can
focus on the impact of different prompting tech-
niques on the phonological tasks.

Another limitation of our study is that we anal-
ysed a small class of models. Future works could
replicate our work on models of different sizes and
objectives (such as OPT (Zhang et al., 2022), Flan-
T5 (Chung et al., 2022)). We also note that the
results from the OpenAI models are not necessar-
ily reproducible due to the models being closed
behind an API. Furthermore, since ChatGPT and
GPT-4 undergoes continuous updates, the experi-
mental results presented here are likely to change
over time.

Ethics Statement

This work does not involve the creation of new
models. Instead, its objective is to offer valuable
insights into the methodology used to evaluate the
phonological knowledge of state-of-the-art LLMs
, ultimately contributing to the interpretability of
these models. However, it is crucial to acknowl-
edge that the broader ethical concerns associated
with LLMs remain relevant to our work. LLMs
have demonstrated the ability to generate outputs
that are factually incorrect, offensive, or discrimi-
natory. As a result, their use should be approached
with utmost caution, particularly in commercial ap-
plications or user-facing contexts. Any demonstra-
tions of the phonological capabilities and general
functionality of LLMs should be interpreted within
the context of these ethical considerations.
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Kanclerz, Anna Kocoń, Bartłomiej Koptyra, Wik-
toria Mieleszczenko-Kowszewicz, Piotr Miłkowski,
Marcin Oleksy, Maciej Piasecki, Łukasz Radliński,
Konrad Wojtasik, Stanisław Woźniak, and Prze-
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Appendix

A Input Words

Throughout our experiments, we use three types
of words - Frequent words, Rare Words, Non-
sense Words. Specifically, we collect Frequent
Words from Google Trillion Word Corpus 3. Since,
it is a popular web-based dataset, these words are
likely to be in the pretraining data for models and
we expect models to perform well for these words.
Therefore, we do not the select frequent words from
the Google Corpus as rare words. We compile 150
words from the Spelling Bee Study Guide 4 as Rare
Words. Maguire (2006) have demonstrated that
the Spelling Bee Study Guide is frequently updated
to filter out common words, thus, LLMs are less
likely to have seen Rare Words in training. Finally,
we create Nonsense Words to evaluate LLMs per-
formance on gibberish that may not appear in the
online resources and hence, their pretraining data.
We generate Nonsense words by naively combin-
ing a set of commonly used Affixes in English &
Root words derived from Greek and Latin sources.
The use of known root words and affixes helps us
control the rhyming possibility of the word while
creating truly nonsensical words that the models
may not have seen during pretraining. Future work
can also analyse the phonological understanding of
models on portmanteaus (Simon, 2018).

B Decoding settings for the Models

ChatGPT and GPT-4 were accessed through the
OpenAI API while Alpaca-7b and Vicuna-13b
were setup locally.

• ChatGPT & GPT-4 responses were decoded
using the openai.ChatCompletion.create()
function with default parameters.

• Vicuna was decoded using a greedy approach
with parameters - temperature: 0.7, repetiton
penalty: 1.0

• Alpaca was decoded using a greedy approach
with parameters - temperature: 1.1.

C Prompt Template for each task

We present the prompts used for each task in Table
6. Each prompt is prefixed with general informa-
tion about the task and concepts followed by the

3https://github.com/first20hours/
google-10000-english

4
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task instruction. We evaluate the models with the
same prompt for each task. Results for the same
can be seen in Table 8. Additionally, we show ex-
ample prompts for Rhyme Classification to better
exemplify how the pairs of words were selected in
Table 9.

D Phonology Motivated Tasks in Alpaca
Dataset

We filter instructions that mention ‘syllable’, ‘pho-
netics’, ‘phonology’ and ‘rhyming/rhyme’ in the
52k instruction dataset used to train Alpaca. We
find 286 such instructions and provide some exam-
ples below :

• instruction": "Generate a list of words that
rhyme with ‘cat’.", "input": "", "output":
"Words that rhyme with cat include bat, hat,
mat, fat, pat, rat, sat, chat, and scat."

• "instruction": "Spell out the sentence using
the NATO phonetic alphabet.", "input": "A
cat has nine lives.", "output": "Alpha Charlie
Alpha Tango Hotel Alpha Sierra Hotel Echo
Lima India Sierra Lima Echo Sierra."

• instruction": "Find the count of the number
of syllables in the following word:Aardvark",
"input": "", "output": "The word ’Aardvark’
has 3 syllables."

• "instruction": "Generate a rhyme for the word
f̈alling.̈", "input": "", "output": "Calling"



Task Prompt

Phonetic Transcription

Phonetic transcription is the use of phonetic symbols to represent
speech sounds. Ideally, each sound in a spoken utterance
is represented by a written phonetic symbol, so as to furnish a
record sufficient to render possible the accurate reconstruction
of the utterance. The International Phonetic Alphabet (IPA) is
a set of about a hundred alphabetic symbols (e.g. 1), a) together
with a handful of non-alphabet symbols (e.g. the length mark :)
and about thirty diacritics (e.g. those exemplified in S, d).

Give the phonetic transcription of ’<input>’ in IPA.

Rhyme Word Generation

Rhyming words are words that have the same ending sound.
In simpler terms, it can be defined as the repetition
of similar sounds.

Give 5 words that rhyme with ’<input>’.

Rhyme Check

Rhyming words are words that have the same ending sound.
In simpler terms, it can be defined as the repetition of similar sounds.

Does ’<input>’ rhyme with ’<input>’? Please answer ‘Yes’ or ‘No’.

Table 6: Example Prompts for Tasks. Each prompt is prefixed with general information about the task and concepts.

Task ChatGPT GPT-4
Phonetic Transcription

University jun@"v3s@ti ­junI"v3rsIti
Development dI"vEl@pm@nt ­dE v@l"oUpm@nt

Rhyme Word Generation

demulcent effulgent succulent incandescent
convalescent luminescent

convalescent, flourescent, incandescent,
adolescent, effervescent

cenote remote, vote, tote, promote, note remote, promote, anecdote, demote, afloat
Rhyme Word Classification

their, chair Yes. Yes
pseudoism, skepticism No. No

Table 7: ChatGPT and GPT-4 responses for each task in our analysis.

Task Alpaca-7B Vicuna-13B
Phonetic Transcription

University Give the phonetic transcription
of ’university’ in IPA in American English ­@nI"vErsti

Development ’InklIN "devel@pment

Rhyme Word Generation

demulcent What is the name of a demulcent expectorant?
A demulcent expectorant & Ameliorate

‘Confluent’, ‘Deglutition’,
‘Elation’, ‘Exultation’

cenote Give 5 words that rhyme with ’cenote’
and it won’t come up with much. ’note’, ’moist’, ’mist’, ’listed’, ’kist’

Rhyme Word Classification

their, chair Yes. Yes

pseudoism, skepticism No, "pseudoism" and "skepticism"
do not rhyme with each other.

Yes, the word "pseudoism"
does rhyme with "skepticism".

Table 8: Alpaca-7B and Vicuna-13B responses for each task in our analysis.



Rhyming
Pair Type Example Ground

Truth Label
Most Frequent + Most Frequent (Non-Rhymes) Does ‘cloudy’ rhyme with ‘class’ ? Yes/No No
Most Frequent + Most Frequent (Rhymes) Does ‘ground’ rhyme with ‘crowned’ ? Yes/No Yes
Most Frequent + Nonsense (Non-Rhymes) Does ‘exist’ rhyme with ‘anthropoel’ ? Yes/No No
Most Frequent + Nonsense (Rhymes) Does ‘assurance’ rhyme with ‘vocance’ ? Yes/No Yes

Table 9: Prompts generated by combining different types of rhyming pairs for Check Rhyme Task


